
Encouraging Self-Reflection in Online Conversations: A
CommentQueuing Approach to Mitigating Toxicity and
Enhancing Emotional Regulation

AKRITI VERMA∗, Deakin University, Australia
SHAMA ISLAM, Deakin University, Australia
VALEH MOGHADDAM, Deakin University, Australia
ADNAN ANWAR, Deakin University, Australia

Online conversations are often disrupted by deliberate trolling, leading to emotional distress and conflict
among users. Prior research has focused on identifying and moderating harmful content after it has been
posted, but there is a lack of exploration of real-time strategies for managing emotions in digital interactions.
Self-reflection has been shown to help attenuate emotion arousal for everyday emotion regulation. In this work,
we propose a method to reduce the impact of trolls by implementing a delay in responses using a comment
queuing approach. This delay is intended to encourage self-reflection among users, providing them with an
opportunity to regulate their emotions before continuing to engage in the conversation. We evaluated the
effectiveness of this approach by analysing 15K instances of user posts and interactions on Reddit, examining
the effect of queuing on reducing negative emotional propagation in conversations. Preliminary analysis
indicates that this framework can decrease the propagation of hate speech and anger by up to 15% during an
active conversation, with only 4% of comments being temporarily withheld for up to 47 seconds on average.
As the next phase of the study, we plan to assess user perceptions of the queuing mechanism’s effectiveness
through a targeted user survey.
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1 Introduction
The emergence of online platforms has transformed how people interact and communicate, creating
new opportunities for social connection and community development [Parameswaran andWhinston
2007], [Wadley et al. 2020]. However, with these advancements come the difficulties of handling
negative behaviours, particularly trolling, which can disrupt online discussions [Smith et al. 2022].
Trolling, involving deliberately provoking emotional responses from others, often results in conflict,
emotional distress, and a decline in the quality of online conversations. As digital communication
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continues to grow, there is an urgent need for effective strategies to tackle and control these harmful
interactions in real-time [Maarouf et al. 2022], [Goel et al. 2016].
Current approaches to managing online toxicity mainly focus on post-hoc moderation, where

harmful content is identified and removed after it’s been posted [Chandrasekharan et al. 2022].
While these methods are crucial for maintaining the integrity of online spaces, they often fail
to prevent the initial emotional harm caused by trolling [Trujillo and Cresci 2022]. Moreover,
the reactive nature of these approaches does little to promote emotional regulation among users,
potentially allowing negative behaviours to persist or even escalate over time [Gongane et al. 2022].

In contrast, self-reflection has been acknowledged as a powerful tool for emotion regulation in
daily life [Herwig et al. 2010]. Encouraging individuals to pause and reflect on their emotions can
assist them in managing their responses effectively, reducing the likelihood of impulsive behaviour
[Kiskola et al. 2021]. However, the application of self-reflection as a real-time strategy for managing
emotions in digital interactions remains unexplored.

This research seeks to address this gap by proposing a novel approach to mitigating the impact of
trolls through a comment queuing mechanism. By introducing a delay in the posting of potentially
toxic comments, this method encourages users to engage in self-reflection, offering them the
opportunity to regulate their emotions before their comment is made public. This approach shifts
the focus from merely moderating content to fostering healthier emotional interactions online. This
research aims to enhance digital emotion regulation by incorporating self-reflection, contributing
to the development of real-time, user-centred strategies for managing online interactions.
To evaluate the effectiveness of this self-reflection-based emotion regulation strategy, we em-

ployed a mixed-method research design. This began with an analysis of text-based social media
data, focusing specifically on user interactions on Reddit, and will be followed by a user survey
to gather feedback on the proposed framework. Preliminary results from the initial data analysis
suggest that this approach can significantly reduce the propagation of negative emotions, such
as hate speech and anger, during active conversations. Furthermore, implementing the queuing
mechanism appears to minimally impact the overall flow of communication, with only a small
percentage of comments being temporarily withheld for brief durations.

Therefore, this work makes the following research contributions:

• Emotion Regulation Approach: The research introduces a real-time emotion regulation
method for online conversations by implementing a comment queuing system. Unlike tradi-
tional moderation techniques focusing on post-hoc content analysis, this approach proactively
encourages users to self-reflect, reducing the likelihood of emotional escalation during active
conversations.

• Integration of Self-Reflection in Digital Platforms: The study extends the use of self-reflection
beyond personal emotional regulation to digital interactions, offering an approach to mitigate
the spread of adverse emotions and online toxicity.

• Empirical Evidence on the Effectiveness of Comment Queuing: The study provides empirical
evidence that implementing a comment queuing mechanism can reduce the spread of negative
emotions and toxic comments in online conversations. Initial findings show a notable decrease
in the spread of anger and hate speech. This will be further evaluated through user surveys.

The rest of this paper is structured as follows: It begins with a review of relevant literature,
followed by a description of the proposed framework. Then, the results of the preliminary analysis
and the evaluation plan are outlined.
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2 Literature Review
The increasing interest in managing online toxicity and promoting positive digital interactions has
attracted extensive research in recent years. Here, we focus on three main areas: the characteristics
and effects of trolling in online discussions, current methods for regulating emotions in digital
communication, and the potential of self-reflection as a tool for regulating emotions in online
environments.

2.1 Trolling in Online Conversations
Trolling, which involves intentionally disrupting online conversations with provocative or offensive
messages, has been extensively researched in the field of Human-Computer Interaction (HCI).
Studies have revealed a range of motivations behind trolling, from seeking amusement and attention
to more malicious intentions such as causing harm or manipulating discussions [Buckels et al.
2014]. The impact of trolling varies, often leading to heightened emotional arousal, conflict, and
the breakdown of productive discourse in online communities [Kumar et al. 2017], [Cheng et al.
2017]. Trolling can also contribute to broader issues of online harassment and cyberbullying, with
significant emotional and psychological consequences for victims [Jane 2020].

Despite the considerable body of work on the nature and impact of trolling, much of the existing
research has focused on identifying and removing harmful content post-facto. Tools like automated
moderation systems and community guidelines are commonly used to detect and mitigate trolling
behaviours after they occur [Yin et al. 2009], [Chandrasekharan et al. 2017], [Chandrasekharan
et al. 2022]. While these reactive measures are crucial for maintaining safe online environments,
they do not address the root causes of trolling nor do they prevent the initial emotional damage
that such behaviours can cause.

2.2 Emotion Regulation in Digital Communication
Emotion regulation, the process by which individuals influence their emotional states and ex-
pressions, is essential for maintaining positive interactions both offline and online. In digital
communication, where the absence of non-verbal cues can make emotional interpretation chal-
lenging, effective emotion regulation is particularly important [Derks et al. 2008]. Research in this
area has explored various strategies for regulating emotions in digital contexts, including cognitive
reappraisal, expressive suppression, and the use of emoticons or emojis to clarify emotional intent
[Holtzman et al. 2017].

Several studies have examined the role of digital platforms in supporting or hindering emotion
regulation. For instance, social media platforms often amplify emotional content through algorith-
mic promotion of highly engaging (and often emotionally charged) posts, which can exacerbate
emotional responses and contribute to online toxicity [Roberts 2016], [Kramer et al. 2014]. Con-
versely, some platforms have implemented features designed to support emotion regulation, such
as content warnings, options to mute or block other users, and tools for taking breaks from online
activity [Schoenebeck 2014].

However, there is a gap in the literature regarding real-time strategies for emotion regulation in
digital interactions. Most existing approaches are either post-hoc or rely on user-initiated actions,
such as choosing to mute a conversation. There is a limited exploration of how digital platforms
themselves can be designed to promote emotion regulation at the moment, particularly through
mechanisms that encourage users to pause and reflect before reacting.
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2.3 Self-Reflection as a Tool for Emotion Regulation
The process of self-reflection, which involves examining and understanding one’s thoughts, feelings,
and behaviours, is widely recognised as an effective strategy for regulating emotions in psycho-
logical research [Herwig et al. 2010]. Research studies have demonstrated that self-reflection can
provide individuals with a better understanding of their emotions, reduce impulsive reactions,
and lead to more intentional decision-making [Gross 2002], [Upadhyaya 2020]. In the context of
conflict resolution, self-reflection has been associated with decreased aggression and improved
interpersonal outcomes [Kross and Ayduk 2008], [Ayduk and Kross 2010].
Despite its potential, the integration of self-reflection into digital platforms has been relatively

limited, especially as a real-time tool for managing emotional responses [Kiskola et al. 2021],
[Kiskola et al. 2022]. Some studies have explored the incorporation of reflective practices into
digital experiences, such as mindfulness apps that encourage users to pause and consider their
emotional state [Howells et al. 2016], [Ruckenstein and Turunen 2020], [Torre and Lieberman 2018].
However, the application of self-reflection to the particular challenge of managing online trolling
has received little attention.

We aim to address this gap by proposing a new approach that utilises self-reflection to regulate
emotions in online conversations. Through the implementation of a comment queuing mechanism
that introduces a delay before potentially toxic content is posted, we intend to prompt users to
reflect on their emotional state and the potential impact of their comments. This approach not
only tackles the immediate issue of trolling but also fosters a more deliberate form of digital
communication.

2.4 Gaps in the literature
The key gaps that exist in the literature on Self-Reflection as a Tool for Emotion Regulation:

• Lack of Real-Time Emotion Regulation Strategies: Current approaches to addressing negative
online behaviour, such as trolling, focus on post-facto moderation, identifying and responding
to trolling after it occurs rather than managing it in real-time. There’s a lack of research on
proactive approaches that can help control emotional reactions as they happen in online
conversations.

• Under-utilisation of Self-Reflection in Digital Platforms: Self-reflection is a well-established
tool in psychological research for emotion regulation. However, its application in digital
environments, especially in real-time, is limited. There is a need for exploring how self-
reflection can be integrated into digital communication platforms to help users regulate their
emotions before reacting impulsively.

• Limited Focus on the Root Causes of Trolling: Current research on trolling focuses on
removing or moderating toxic (or potentially toxic) content, rather than addressing the
underlying causes of trolling behaviour, such as emotional arousal and impulsivity. There
is a need for strategies that directly target these factors by encouraging users to pause and
reflect before posting.

3 Methodology
In this section, we present a strategy for implementing a comment queuing system aimed at
promoting self-reflection and moderating emotional reactions in online discussions.

3.1 Data Collection
The process of collecting data begins with gathering text-based social media data. Reddit is a
highly popular platform where users engage in in-depth discussions, offer support, and share
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their views on current events [Manikonda et al. 2018]. Our approach involves obtaining a diverse
dataset that includes text-based interactions from Reddit, which we acquired using the Reddit API
(PRAW). Specifically, we targeted data from r/politics, r/worldpolitics, r/politicaldiscussions, and
r/politicaldebates, as these subreddits are recognised for facilitating extensive discussions and often
elicit strong emotional responses to both national and international political issues.
To ensure a diverse range of conversation samples, we categorized posts based on comment

volume, including those with at least 300, 500, and 1000 comments. This stratification allowed for
an analysis of emotional dynamics across conversations of varying scales, from moderate to highly
active threads, thereby enhancing the generalizability of our findings. By filtering posts, we aimed
to capture high-impact conversations where emotional exchanges tend to be more intense and
varied. We gathered a total of 65 conversations for this analysis, covering the period from August
2023 to August 2024.

3.2 Data Preprocessing
Our dataset consisted solely of posts containing text and emoticons, facilitating the capture of
nuanced emotional expressions. We limited our analysis to English-language content and excluded
all other languages. We only consider posts containing text and emoticons, and the analysis focuses
solely on English-language content while excluding all other languages. CSV files were used to save
the data, with one file per user. Afterwards, the data was cleaned to remove extraneous characters,
links, and special symbols. The emojis in the tweets were replaced with vector representations
generated by Gensim using the Emojinal library [Barry et al. 2021] after which the text was broken
down into individual words or tokens for easier analysis [Bird et al. 2009], [Verma et al. 2023].

For this study, we will utilise a dataset containing 15,000 instances of user posts and interactions
from Reddit. The dataset will encompass the following main components:

• Original Posts: These will act as the foundational nodes in conversation graphs.
• Replies and Comments: These will serve as nodes that will be examined for their emotional
content.

• Timestamps: We will leverage timestamps to monitor the timing of each comment’s submis-
sion.

In the dataset, each comment is categorised with an emotion based on its content. We achieve
this by matching the emotion and sentiment of specific words in the user’s comments with the
dictionary from the NRC Word-Emotion Association Lexicon [Mohammad and Turney 2013]. The
NRC Emotion Lexicon comprises words associated with 8 basic emotions (anger, fear, anticipation,
trust, surprise, sadness, joy, and disgust) as well as 2 sentiments (negative and positive). Each
comment is assigned an emotion intensity score between 0.1 and 1.0, which reflects the strength of
the conveyed emotion.

3.3 Graph-based Conversation Analysis
We use directed acyclic graphs (DAGs) to represent conversations, with nodes being individual
comments or posts, and edges denoting the reply relationships between comments. In this structure,
an edge is directed from the replying comment to the comment it is replying to, resulting in a
hierarchical framework where the original post acts as the root node. This graph-based structure
enables us to compute the impact of each comment on the overall emotional tone of the conversation.
The influence of each comment is determined using a combination of metrics:

• Number of Replies: Comments that receive more replies are considered more influential.
• Distance from Root Node: Comments closer to the original post are deemed more influential
due to their proximity to the root.
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• PageRank: A measure of a comment’s importance based on its position within the graph.
• Emotion Intensity: The strength of the expressed emotion is factored into the influence score.
The emotional influence (Em) of each comment on the root node is given by:
The impact of nodes in G = (V, E, A) on the root node R is given by:

∀𝑉 ∈ 𝐺 − {𝑅}, 𝐸𝑚 (𝑅) =
∑︁

𝐸𝑚 (𝑉 1,𝑉 2,𝑉 3....𝑉𝑛) (1)

where:

𝐸𝑚 (𝑉𝑖) = f(Ai)

Fig. 1. Proposed CommentQueuing to encourage Self-reflection
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These influence scores are used to update the emotion board of the root node, which aggregates
the emotional influence of all comments in the conversation.

3.4 Proposed CommentQueuing to encourage Self-reflection
To prevent the escalation of negative emotions, we introduce a comment queuing mechanism that
temporarily holds comments before they are added to the conversation graph, as shown in Fig. 1.

As new comments are added, their potential impact on the root node’s emotion board is evaluated.
The emotion board aggregates the emotional influence of all comments in the discussion, with
specific thresholds set for each emotion (e.g., Anger > 50%, Fear > 60%). If a comment’s emotional
influence surpasses any of these thresholds, it is flagged as toxic and temporarily withheld from
the conversation. Toxic comments are placed in a queue rather than being immediately added to
the conversation graph, where they are re-evaluated each time a new comment is posted.
The toxicity thresholds are dynamically adjusted using an algorithm that considers the rate

of comments, the overall emotional distribution within the conversation, and recent changes in
emotional intensity. For instance, in particularly active discussions where many comments reflect
high-intensity emotions, the thresholds for anger or fear may be raised temporarily to reduce the
frequency of queuing. Conversely, during quieter periods, thresholds may be slightly lowered to
facilitate stricter moderation and prevent the potential escalation of intense emotions. This adaptive
mechanism ensures that thresholds remain contextually relevant and responsive to the evolving
emotional tone of the conversation.
Additionally, the system utilises a sliding window approach, focusing on the most recent com-

ments within a specific time-frame to maintain the relevance of the emotion board to the current
conversation context. If a queued comment no longer causes the emotion board to exceed established
thresholds due to these ongoing adjustments, it is reintegrated into the conversation.
Comments that remain in the queue after all others have been processed prompt the author to

revise their input. Once modified, the comment undergoes re-evaluation, considering any changes
to the emotion board and thresholds. If the revised comment’s emotional impact falls within
acceptable limits, it is added back to the conversation. Conversely, if it still surpasses toxicity
thresholds or the user chooses not to revise, the comment will be suspended to prevent further
emotional escalation in the discussion. This approach ensures effective moderation of potentially
inflammatory content while fostering constructive participation.

In accordance with the framework established by [Slovak et al. 2023] for classifying technology-
based emotion regulation interventions, the proposed queuing mechanism in our study can be
positioned within its three core dimensions:

• Theoretical Component: This queue-based approach is designed to foster self-reflection prior
to response, specifically in line with Gross’s Process Model of Emotion Regulation [Gross
2008]. It encompasses response modulation and attentional deployment, prompting users to
reconsider or modify their comments if flagged for exceeding toxicity thresholds.

• Strategic Component: The queuing mechanism employs an experiential learning strategy by
introducing an on-spot intervention during the comment-posting process. It offers real-time
feedback regarding the emotional tone of the conversation, by dynamically adjusting the
queuing thresholds based on the conversation’s emotion levels.

• Practical Component: In practical terms, this design utilises both implicit feedback mecha-
nisms (queue time acting as a moderating factor) and explicit prompts (requests for comment
revision) to encourage self-reflection and reduce the escalation of negative emotions.
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Fig. 2. Average Distribution of Held Durations for Comments when using the proposed queue approach

4 Results
The preliminary analysis of the comment queuing mechanism, as illustrated in Fig. 2, presents a
histogram of the frequency distribution of the time comments are held in the queue before being
added to the conversation graph.

The average range of held durations varies from approximately 33 to 65 seconds for conversations
with up to 5000 comments, demonstrating that the queuing mechanism accommodates a range
of response times based on the nature of the conversation. The majority of comments are held
for durations ranging from 40 to 55 seconds, with a significant peak at 47 seconds, indicating that
this time frame is frequently sufficient for evaluating the emotional impact of a comment before
deciding whether to include it in the conversation. The smooth curve on the histogram illustrates
the trend of held durations.
As comments are released from the queue and added to the conversation graph, the emotional

intensity of various emotions in the root node of the conversation is consistently changing. When
comparing emotion boards for scenarios with and without the use of the queue, we observe a
balanced influence across emotions when the queue is employed. The emotion board consistently
maintains balanced emotional levels, preventing any single emotion from dominating the conversa-
tion as shown in Fig. 3. Conversely, when the queue is not utilised, the conversation is repeatedly
dominated by anger and fear.
When the queue is used, the changes in emotion levels occur gradually, indicating that the

comment queuing mechanism effectively mitigates spikes in negative emotions, by holding po-
tentially inflammatory comments until they can be integrated into the conversation in a manner
that preserves emotional balance. This process helps to limit the spread of negative emotions and
ensures a more constructive and less emotionally charged discussion.
Initial findings suggest that the comment queuing approach effectively delays the posting of

potentially toxic comments, giving users time to reconsider and revise their responses. With only 4%
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Fig. 3. Average Emotion Distribution of Root Node With and WithoutQueue

of comments being temporarily held for an average duration of 47 seconds, the system successfully
manages the need for moderation while allowing smooth conversation flow.
Furthermore, there is an observed avg. 15% reduction in the spread of emotions such as anger

and fear when comparing the emotional board of conversations using the queue versus those
without it. This indicates the potential of this system to foster a more positive and less hostile
online environment. The queuing mechanism maintains an active conversation while minimising
emotional escalation often associated with trolling and other disruptive behaviours.

5 Conclusion
This research introduces an innovative method for moderating online conversations. It involves
using a comment queuing system that encourages users to engage in self-reflection, ultimately
curbing the spread of toxic and emotionally charged content. By introducing a brief delay in
comment publication, we observed a reduction in the dissemination of anger and fear in the
conversation. Our preliminary analysis indicates that the queuing mechanism can mitigate negative
emotions, with only a small fraction of comments being temporarily withheld. We plan to evaluate
this approach through user surveys.

6 Future Work
6.1 User Feedback and Evaluation
To assess the potential effectiveness and user perception of this queuing mechanism, we will
conduct the following evaluations:

6.1.1 User Surveys. We plan to recruit participants to engage with prototype interfaces of the new
system. They will participate in simulated conversations using the comment queue and will be
asked to provide feedback on their experience, specifically in their emotional responses and any
reflections they may have during the comment delay.

6.1.2 Surveys with HCI Experts. We plan to conduct surveys with Human-Computer Interaction
(HCI) experts to gather their insights on the design and feasibility of the comment queuing approach.
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This will involve discussions on the broader implications of integrating such mechanisms into
digital platforms.

During the drafting of this paper, [Grammarly 2024] was used to check and enhance the grammar
and writing style of this document.
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